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Abstract – In software development projects, managers still 

have to face a variety of organisational and technical limitations 

despite the development of technology and approaches to improve 

the project management process. Projects, Human Resources and 

Costs are planned for a specific period of time. However, in the 

progression of project execution, there is a need to make various 

decisions and to dynamically adjust the work plan during the 

project in order to conform to its evolution. Thus, there is a need 

for a method that employs the latest technology to support the 

project management decision-making process.  

The aim and the expected result of the article are to identify and 

collect available information in the scientific literature to answer 

the following questions: (1) Which challenges of project 

management have been addressed using genetic algorithms? (2) 

What are the opportunities and limitations of genetic algorithms 

in the project management decision-making process? (3) What are 

the potential solutions to the identified genetic algorithm 

problems? 

 

Keywords – Algorithm limitations, genetic algorithm, project 

management. 

I. INTRODUCTION 

There are many examples of the application of the genetic 

algorithm (GA), which also include project management in 

software development projects. In this article, we will prefer 

PMBOK, which is a commonly used and applied industry 

standard in project management. Following good practices [1], 

project management includes different areas of knowledge1.  

In the project management context, Project Integration 

Management includes the processes and activities to identify, 

define, combine, unify, and coordinate the various processes 

and project management activities within the project 

management process groups. Management of the project scope 

is primarily concerned with defining and controlling what is and 

is not included in the project.  

Project Cost Management is primarily concerned with the 

cost of the resources needed to complete project activities. The 

main tasks in the Project Quality Management include the 

processes for incorporating the organisation’s quality policy 

regarding planning, managing, and controlling project and 

product quality requirements to meet stakeholders’ objectives. 

Project Resource Management helps ensure that the right 

                                                           
1 (1) Project Integration Management; (2) Project Scope Management;  

(3) Project Schedule Management; (4) Project Cost Management;  
(5) Project Quality Management; (6) Project Resource Management;  

(7) Project Communication Management; (8) Project Risk Management;  

(9) Project Procurement Management;  
(10) Project Stakeholder Management [1]. 

resources are available to the project manager and project team 

at the right time and place for successful completion of the 

project.  

Project Communication Management consists of two parts. 

The first part develops a strategy to ensure that communication 

is useful for stakeholders. The second part carries out the 

activities necessary to implement the communication strategy. 

The objectives of project risk management are to increase the 

probability and/or impact of definite risk and to decrease the 

probability and/or impact of adverse risk in order to optimise 

the chances of project success. Project Procurement 

Management includes the management and control processes 

required to develop and administer agreements, such as 

contracts, purchase orders, memoranda of agreements or 

internal service level agreements. Project Stakeholder 

Management identifies the people groups or organisations that 

could impact or be impacted by the project [1]. 

Many models of GA solutions vary depending on the 

project’s size, complexity, duration, working cost, and 

requirements [2]. There is no uniform methodology for tests and 

evaluation of genetic algorithm application in project 

management.  

Most studies include subjective evaluations based mainly on 

tasks that they solve. However, the following steps of the 

algorithm can be identified at a high level: 

1. Initial chromosome (solution) population generation 

[2]–[4]. 

2. Defining weights for each individual [3], [5]. 

3. Estimation of the fitness value (goodness). If necessary, 

scaling of the fitness value [6]–[10]. 

4. Selection of pairs of individuals for the crossover 

operation [5], [11]–[14]. 

5. Identification of mutation in new individual 

chromosomes. Mutation [15]–[18]. 

6. Selection of individuals for the next generation [18]–

[22]. 

7. If the stopping criterion of the algorithm is not met, go 

to Step 2. 

All these steps include, evaluate and employ the following 

parameters: the number of generations, number of 
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chromosomes in the population, crossover and mutation 

probability, types of different genetics operators [2]. 

The aim of the article is to answer the following questions: 

(RQ1) Which challenges of project management have been 

addressed using genetic algorithms? (RQ2) What are the 

opportunities and limitations of genetic algorithms in the 

project management decision-making process? (RQ3) What are 

the potential solutions to the identified genetic algorithm 

problems?  

The rest of the paper is organised as follows. Section 2 details 

the research design process, describing the process of selection 

and analysis of scientific publications. The description of 

articles and answers to research questions RQ1, RQ2, and RQ3 

are presented in Sections 3 and 4. Finally, Section 5 presents 

conclusions related to the literature review and suggests 

directions for further research. 

II. RESEARCH METHOD 

In the analysis process, a systematic literature review method 

has been used to identify articles in the fields of project 

management, decision-making, and genetic algorithms.  

In the literature analysis process, we seek answers to the 

following research questions: (1) Which challenges of project 

management have been addressed using genetic algorithms? (2) 

What are the opportunities and limitations of genetic algorithms 

in the project management decision-making process? (3) What 

are the potential solutions to the identified genetic algorithm 

problems? 

Before the search stage of scientific articles, it was necessary 

to identify the aim of the literature analysis, i.e., to find answers 

to the research questions, to select relevant scientific articles, to 

review them and analyse the literature selected from scientific 

repositories: EBSCO, IEEE Xplore Digital Library, 

ScienceDirect, SCOPUS, ACM Digital Library. These 

repositories were chosen because they are popular, extensive 

and also provided by the university to students and researchers; 

other repositories were not examined for similar reasons. 

The following results were expected at the end of the 

literature research process: (1) a set of keywords describing the 

research issue; (2) articles related to the research question for 

the research issue; (3) articles representing the research issues.  

First, to obtain a complete view of genetic algorithm 

application to the project management decision-making 

process, different keywords were used in repositories for 

search. 

The following keywords were used to find the answers to the 

research questions RQ1, RQ2, and RQ3: (1) “genetic algorithm 

project management”; (2) “genetic algorithm project 

management challenges”; (3) “genetic algorithm project 

management problems”; (4) “genetic algorithm project 

management limitations”; (5) “genetic algorithm project 

management problems solutions”; (6) “genetic algorithm 

project management software development”.  

To limit the number of scientific articles we decided to limit 

articles only to the field related to our work area.  

While articles related to other industries, which are available 

in scientific repositories, are an interesting source of research 

for specialists in other industries, the authors selected articles 

only in the field of computer science. Scientific articles from 

2010 onwards were selected and reviewed. We chose this time 

period to find out the trends of recent years, at the same time 

including as various articles as possible. 

The last step of the study of the selected articles was the 

analysis of abstracts, article duplicates and full-text articles. 

However, after a full-text review, 45 most relevant articles were 

selected to answer research questions RQ1, RQ2, and RQ3.  

III. GENETIC ALGORITHMS IN SOFTWARE DEVELOPMENT 

PROJECT MANAGEMENT 

Different scientific articles were selected from different 

scientific repositories to provide a comprehensive analysis of 

the problem area. After a full-text analysis, the selected 

scientific articles were analysed in more detail, thus reaching 

the previously identified expected results of the research 

process.  

All articles can be divided into two categories: (1) articles 

that review the general use of genetic algorithms to solve 

project management problems and make decisions, (2) articles 

that discuss the use of genetic algorithms in software 

development project planning and decision-making. 

According to the analysis, 13 out of 45 reviewed articles 

apply to the general use of genetic algorithms for project 

management problem-solving and decision-making. These 

articles have been included in the review because the described 

GAs could also be used to solve decision-making problems 

when managing software development projects. It was found 

out that 32 out of 45 articles described the use of genetic 

algorithms for project management in software development 

projects.  

All of these articles presented different approaches to find 

different solutions, such as identifying technical factors in a 

project and optimising various project issues. This section 

answers research questions RQ1 and RQ2.  

When grouping the articles based on the contribution to a 

particular project management problem (see Table I), one can 

conclude that the most common problems addressed in recent 

literature are the following: (1) Project Schedule Management 

(reviewed in 33 articles) and (2) Project Resource Management 

(reviewed in 19 articles).  

There are ten types of problems identified in the Knowledge 

Area of Project Schedule Management. The most common 

problem identified involves Project, Resource, Team, 

Activities, Tasks: Planning and Scheduling processes. This 

problem type is addressed in articles the most (in 15 articles out 

of 33).  

The genetic algorithms presented in the articles can be 

divided into two groups based on their complexity: (1) standard 

genetic algorithms that use common definitions and operations, 

and (2) genetic algorithm modifications and improvements 

proposed by the authors.  

To solve the problem type related to Project, Resource, 

Team, Activities, Tasks: Planning and Scheduling, standard 

algorithms are used (2 articles), as well as versions are proposed 

and improved by authors (13 articles). The number of the 
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improved solutions shows that the tasks are quite specific and 

ask for a specific adaptation of standard methods. However, 

even the improved methods have their limitations, and the 

authors of the present article plan to address these issues in 

future research.  

From the review, it can be inferred that in all cases the 

representations of solutions (GA chromosome) and encoding 

strategies are very project-specific, for example, project costs, 

project duration and project overtime [43]; task start date [11], 

[35]; a specific mode for each activity and activity lists [7], [23], 

[24], [33], [38], [41]; human resources [11], [23], [33] and their 

priorities [12]. The most common types of chromosome 

encoding in the reviewed studies are binary code [11], [12], 

[18], [23], [24], [35], [36] and integer number strings [7], [33], 

[41]. Other types also used in some studies are chromosome 

encoding types, such as the list of strings [8], graph nodes [38] 

and encoding method proposed by the authors [43]. In two of 

the reviewed articles [6], [19], the authors do not suggest a 

specific chromosome encoding method.  

The authors agree that genetic algorithms also have their 

limitations. The authors identified these limitations and 

recognised a need to discuss them in future research.  

All identified and analysed limitations of genetic algorithms 

can be divided into two categories: technic-specific limitations 

and ones defined by project tasks — all identified limitations 

described in this section relate to relevant problems of the 

knowledge area.  

 

TABLE I 

PROJECT MANAGEMENT KNOWLEDGE AREA AND PROBLEMS IN THE ARTICLE 

Knowledge area Project management problems in the article Source 

Project Cost Management • Cost estimation management and minimisation problems   [23]–[26] 

Project Resource Management • Resource, Project, Team: levelling and planning problems  

• Project, Resource, Team, Activities, Tasks: planning and scheduling problems 

• Resource-constrained project (one and multi) scheduling problems 

[2], [5], [21]–[23], [27]–[36] 

Project Risk Management • Project risk identification, scheduling, and management [13], [17], [37],  

Project Schedule Management 

 

• Effort estimation problems 

• Project scheduling conflicts, identifications and resolutions problems  

• Project scheduling strategy problems  

• Resource, Project, Team: levelling and planning problems  

• Project, Resource, Team, Activities, Tasks: planning and scheduling problems  

• Resource-constrained project (one and multi) scheduling problems  

• Critical path problem in software planning and management problems    

• Business process: optimisation and performance problems   

• Software bug management problems 

[2] - [12], [14], [16], [18]–

[25], [27], [29], [31]–[33], 

[35], [36], [38]–[45] 

 

When solving Project, Resource, Team, Activities or Tasks: 

Planning and Scheduling problems with genetic algorithm, 

most of the limitations, which are possible to identify, are task-

based genetic algorithm limitations.  

Task-specific limitations can be classified into three major 

groups: (1) project team related; (2) associated to project, tasks, 

and activities; (3) cost related.  

Limitations related to project team are based on a lack of 

additional and credible information, such as to (1) identify the 

degree to which a member of the development team has or does 

not have a specific skill based on project tasks [36]; (2) measure 

the difference between the personality characteristics, which are 

required to perform a task, and the personality characteristics 

for completing tasks for each assigned member of the 

development team [36]; (3) create and keep an up-to-date list of 

project team competences [36].  

Project, Task and Activity-based limitations include 

limitations, such as (1) a lack of methods to assign priorities for 

activities (at the moment, the authors use the random principle) 

[38]; (2) the need for a project to finish by the deadline [7], [8] 

and the way to meet the project deadline [8]; (3) specific nature 

of a model, which is project-dependent and mostly cannot be 

used in other projects or different areas of knowledge [38]; (4) 

task/activity execution sequences, defined start and end 

activities, and their due dates [11], but more importantly the 

duration of the task, as well as the preservation of task relations 

[8]; (5) preventing the situation when development team 

members need performing more than one task at the same time 

in the project [36]; (6) employees not working overtime 

(however, there are situations when some people work more 

than 8 hours per day) [12]; avoiding the over-booking of the 

resources [8]; (7) no relation between the number of human 

resources participating in one activity and the effort for 

communication [12], the classification of human resources 

based on their skills as well as price for a time unit defined by 

a certain group [8]; (8) the number of developers (human 

resources) assigned to a task, which results in resources  that are 

“wasted” on tasks that can be accomplished with fewer 

development team members, as well as reducing 

communication between development team members [24], 

[36]. 

Cost-based limitations include costs for the projects and 

project human resources that should be met during the project 
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(appear at the beginning of the tasks, but the contractor gets paid 

at the end of the project) [8]. 

However, technical limitations are frequently the same for 

standard GA and GA proposed and improved by authors. This 

group of limitations includes: 

• Population size [12], [19], [38], [35]; 

• Maximal limit of iterations [12], [35], [38]; 

• Application of only one or two selection methods (not 

all) [7]; 

• Probability of crossover operator, mutation operator 

and weight vector limitations [12], [35], [38], [41]; 

• The algorithm routes or generations limitations [41]; 

• A limited number of activities/tasks and a specific 

sequence for performing the tasks [38], [41]; 

• Fitness function value calculation model [41]. 

Resource-Constrained Project (one and multi) Scheduling 

problems (5 out of 33 articles) and Effort Estimation problems 

(4 out of 33 articles) are the second type of most common 

project management problems.  

As before, the relevant articles are categorised into the 

categories detailed above. 

Overall, 1 standard genetic algorithm and 8 advanced genetic 

algorithms are used to solve Resource-Constrained Project (one 

and multi) Scheduling and Effort Estimation problems. 

In the articles, it is possible to observe that the GA 

chromosome encoding strategies are project-specific input data 

types, for example, Priorities, Delay Time Release Dates [10], 

Activities [20], Activity lists [32], [5] and Edges [20], Actual 

Effort [3], Estimated Effort [3], Historical Project Information 

[3], Effort Drivers (development team effort, development team 

support, computer operation involvement, end-users or clients) 

[16]. 

The most applied types of chromosome encoding in the 

genetic algorithm are binary code [10], [44], graph nodes [20], 

[44], and integer number string [5], [32]. Four of the reviewed 

articles ([3], [16] [31], [42]) do not suggest chromosome 

encoding methods. 

When solving Resource-Constrained Project (one and multi) 

Scheduling and Effort Estimation problems, a genetic algorithm 

mostly displays technical limitations. All technical limitations 

are usually the same for standard GA and GA improved by 

authors. This group includes the following limitations: 

• Choosing and running the appropriate population size 

[3]; 

• The algorithm step size limitations [5]; 

• The algorithm route or generation limitations [10]; 

• Algorithm improvement capabilities [31], [32]; 

• Computational time and power (computer performance 

limitations) [42]; 

• Independent experiment run limitations [42]. 

However, task-based limitations can be classified into two 

categories: Project, Task, Activity-based and GA model-based 

limitations. 

Project, Task, Activity-based limitations include execution 

sequences of tasks/activities [20], [44]. GA model-based 

limitations include Fuzzy Analogy algorithm limitations [16]. 

The definition of labels for the fuzzy sets is generated in order 

to obtain the expected interpretation of Fuzzy Analogy and 

allow Fuzzy Analogy to deal with categorical data other than 

linguistic value. 

There are also other project planning and management 

problems, which are not described in articles frequently: 

• Project scheduling conflicts, identification and 

resolution problems (addressed in 1 out of 33 articles); 

• Project scheduling strategy problems (addressed in 1 

out of 33 articles); 

• Resource, Project Team: levelling and planning 

problems (addressed in 2 out of 33 articles); 

• Critical path problem in software planning and 

management problems (addressed in 1 out of 33 

articles); 

• Business process optimisation and performance 

problems (addressed in 2 out of 33 articles); 

• Software bug management problems (addressed in 1 

out of 33 articles). 

When researching solutions to this problem area, the studies 

were also divided based on methods: standard and improved 

GAs. To solve Project Scheduling Conflict Identification and 

Resolution problems, Project Scheduling Strategy problems, 

Resource, Project Team levelling and planning problems, as 

well as Business process optimisation and performance 

optimisation problems, the authors used GAs specifically 

modified for these problems (5 articles).  

However, the Critical path problem in software planning and 

management, Business process optimisation and performance 

optimisation problems and Software Bug management 

problems were solved using the standard GAs (3 articles).  

In the articles, we see that the GA chromosome encoding 

strategies are project-specific, for example, project activities 

[2], [9], [14], [39] and tasks [14], [21], [39], process models 

[39], historical project information, resources [39], work 

packages and package list [4], as well as project team [4].  

The most popular types of chromosome encoding for the 

genetic algorithm are binary code [2], [9], integer number string 

[4], nets or graph nodes [2], [14], [39]. 

Two of the reviewed articles [21], [40] do not define 

chromosome encoding methods. 

Similar to other Project Schedule Management problems, the 

most common limitations are the task-based genetic algorithm 

limitations. These limitations can be divided into three 

categories: (1) Project team-based limitations; (2) Project, Task, 

Activity-based limitations; (3) Cost-based limitations.  

Project team-based limitations include (1) project resources 

that are limited and cannot be overbooked when assigning tasks 

[9]; (2) the number of human resources that participate in one 

activity does not reflect the effort for communication [39]; (3) 

randomly specified execution speed of each employee [39].  

Project, Task, Activity-based limitations include limitations 

related to meeting the project deadline [9] and project conflicts, 

for example: 

• Managing an activity that does not exist [9]; 

• Developing an activity that does not exist [9]; 

• First activity conflicting with the other activity [9]; 
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• Executing an activity at a location, which does not exist 

at different places [9]; 

• Activity categorisation limitations [4]; 

• Software process valid solution limitations [39]. 

Cost-based limitations described in the article are, for 

example, restriction for extra project costs [39]. 

Technical limitations are frequently the same for standard 

GA and GAs improved by authors. This group includes the 

following limitations: 

• Population size [14], [21], [39], [40]; 

• Maximum limit of iterations [14], [21], [39], [40]; 

• Crossover operators, mutation operator probability 

limitations and weight vector limitations [14], [39], 

[40]; 

• Application of only one or two selection methods (not 

all) [2]; 

• Limited number of activities/tasks and a specific 

sequence for performing the tasks [39]; 

• Computational time and power (computer performance 

limitations) [21]; 

• Independent experiment run [21]. 

The third most analysed knowledge area in the reviewed 

articles is Project Resource Management, and most articles 

address the problem of Project, Resource, Team, Activity, Task 

planning and Scheduling problems (in 10 out of 19 articles). 

The articles in this knowledge area are divided into two 

categories: (1) articles that review standard genetic algorithms; 

(2) articles that review genetic algorithms proposed and 

developed by the authors. 

During the analysis process, the articles on the knowledge 

area are divided based on the methods: 2 of the articles apply 

standard genetic algorithms, and 8 apply genetic algorithms 

proposed and improved by the authors. 

In this case, the GA chromosome encoding strategies are 

project-specific input data types, for example, a specific mode 

for each activity [12], [34], [38]; tasks [22], [29], [35], [36]; task 

priorities [12], [35], [46] and activity list [12], [33], [38]; 

assigned resource list [33] and human resources [22], [23], [29], 

[34]; employees’ knowledge and competences [29], [36] and 

work packages [46]. 

The most applied types of chromosome encoding in the 

genetic algorithm are binary code [12], [23] [29], [34], [35], 

[46] and graph nodes [22], [38]. In one case, authors also use 

their own encoding methods [33]. One of the reviewed articles 

[36] does not suggest chromosome encoding methods. 

In Project, Resource, Team, Activities, Tasks: Planning and 

Scheduling problems, it is possible to identify task-based 

genetic algorithm limitations. This type of limitations can be 

divided into three types: (1) GA model-based limitations; (2) 

Project team-based limitations; (3) Project, Task and Activity-

based limitations. 

GA model-based limitations, which are presented in the 

articles, include underestimating implementation potential for 

use. Some articles do not discuss real problem solving, but the 

experiment described is based on realistic data. The results 

prove that 100 % positive evaluation is not achieved [29].  

Project team-based limitations are the following limitations: 

(1) the activity prioritisation and process assigning to human 

resource limitations [38]; (2) no relation between the number of 

the human resources participating in one activity and the effort 

for communication [12]; (3) some people working more than 8 

hours per day [12]; (4) the  need to compare and estimate the 

technical skill levels [36]; (5) a lack of update for a list of 

project team competences [23], [36]. 

Project, task, and activity-based limitations include two 

limitations: (1) the lack of conditions on the sequence of 

activities, and the necessity for a development team member to 

perform more than one task at a time throughout the project 

[36]; and (2) the number of developers (human resources) 

assigned to a task, which results in resources being “wasted” on 

tasks that can be accomplished with fewer development team 

members, as well as reducing communication between 

development team members [33], [36]. 

Technical limitations are frequently the same for standard 

GA and GA proposed and improved by authors. This group 

includes the following limitations: 

• Population size limitations (including activities and 

tasks as population) [35], [38], [46]; 

• The maximum number of iterations/generations [35], 

[38], [46]; 

• Data set size for model training [22]; 

• Objective function limitations [34]; 

• One selection method [35]; 

• Crossover rate and mutation rate limitations [35], [46]. 

The articles also include Resource-Constrained Project (one 

and multi) Scheduling problems (in 6 out of 19 articles) and 

Resource, Project Team: levelling and planning problems (in 6 

out of 19 articles). 

Articles devoted to Resource-Constrained Project (one and 

multi) Scheduling and Resource, as well as Project Team 

Analysing can be divided into groups based on the methods 

used: 1 article that discusses the problem of using a standard 

genetic algorithm, and 10 articles (assuming one of the 

reviewed articles deals with both method groups) that review 

genetic algorithms proposed and improved by authors. 

In this case, the GA chromosome encoding strategies are 

project-specific input data, for example, priorities [10]; delay 

time [10], [28] and release dates [10]; tasks [21], [22], [29], 

[30]; project-specific rules [15], [27], [28]; employee DB, 

employees’ knowledge and competences [15], [29]; human 

resources [22], [27], [28], [29]; scheduled activities and activity 

lists [5], [31], [32]. 

The most applied types of chromosome encoding approaches 

in the genetic algorithm are graphs, nets or tree nodes [22], [27], 

[30], [31] or integer number string [5], [28], [32]. Authors also 

use chromosome encoding approaches [10], Island-based 

encoding method [15] and binary code [29]. In one of the 

reviewed articles [21], the authors do not suggest a chromosome 

encoding method. 

The most common limitations in solutions for Resource-

Constrained Project (one and multi) Scheduling problems and 

Resource, Project Team: levelling and planning problems are 

Task-based genetic algorithm limitations. 
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GA model-based limitations include: (1) the algorithm not 

being tested on real data [29], [31]; (2) underestimated 

implementation potential for use (real problem solving is not 

discussed, but the described experiment is based on realistic 

data; the results show that 100 % positive evaluation is not 

achieved) [29], [31]; (3) a lack of historical database, which 

describes the previous algorithm activity [28]; (4) suitability of 

the algorithm for one specific project and a lack of 

customisation as a universal solution (there are different 

assumptions and dependencies in each project, which may not 

be required in other cases/projects) [28]; (5) a lack of indication 

of necessary time and resources to solve problems [27]; (6) a 

lack of evaluation of the implementation potential for use [27]. 

Project team-based limitations include the need to adapt part 

of the genetic algorithm model to additional project team 

optimisation [15] and keep an up-to-date list of project team 

competences [15]. 

The observed Project, Task and Activity-based limitations 

are the following: (1) a lack of automated conversion of project 

specifications into fuzzy logic criteria (the necessity to use text 

context in order to automate the redesign of project 

specification criteria) [15]; (2) few projects where the method 

would be suitable not only in project start-up phase [15]; (3) 

incomplete detailing and design specifications, which do not 

allow for a full review and identification of the required 

knowledge and skills areas of the project human resources [15]. 

The technical limitations for the standard and adapted GAs 

are the following: 

• Backward–forward step size limitations [5]; 

• The maximum number of iterations/generations [10], 

[21], [27], [30]; 

• Mutation rate and crossover rate limitations [10], [21], 

[22], [27]; 

• The number of population limitations [21], [27], [30]; 

• Computational time and power (computer performance 

limitations) [5], [21]; 

• Limited independent experiment run [21]; 

• The need for more records in the dataset. Limit on the 

number of Activities, Tasks, Resources to use the 

algorithm [21]; 

• Algorithm improvement opportunities [31], [32]. 

Project Cost Management problems and Project Risk 

Management problems are solved less often using genetic 

algorithms. Within these areas of knowledge, two decision-

making problems in project management are identified: Cost 

Estimation, Management and Minimisation problems 

(identified in 4 articles) and Project Risk Identification, 

Scheduling and Management problems (identified in 3 articles).  

All four articles describe the application of the genetic 

algorithms proposed and improved by the authors. 

In this case, GA chromosome encoding strategies are project-

specific input data types, for example, tasks and activities [23], 

[24], effort and effort availability [25], [26], human resources 

[23], and project-specific rules [26].  

The most applied type of chromosome encoding is binary 

code [23], [24], [26]. One of the reviewed articles [25] does not 

suggest a specific chromosome encoding method. 

In Cost Estimation, Management and Minimisation problem-

solving, genetic algorithms have task-based limitations. This 

type of limitations can be divided into three types: (1) GA 

model-based limitations; (2) Project team-based limitations; (3) 

Project, Task and Activity-based limitations. 

GA model-based limitations are the following: (1) software 

subject to failures during execution caused by faults remaining 

in the software [25]; (2) testing of the algorithm not in real 

projects but rather using datasets taken from multiple projects 

[26]; (3) dependency of less reliability growth during the testing 

phase upon the testing efforts spent on testing [25]. 

Project, Task and Activity-based limitations include: (1) 

activities in diagrams cannot be divided, and the resource rates 

are uniform throughout each activity duration [23]; (2) the 

workload for each activity will not change during the 

optimisation process [23]; (3) the method has not investigated 

the relationship between effort estimation and time allocation 

[25]; (4) during the fault removal process, new faults can be 

generated, and the fault generation rate is proportional to the 

rate of fault removal [25]; (5) the automated method for 

parameter optimisation needs to be improved [26], and projects 

performed in optimal working sequences and the resource 

optimisation process do not change the relationship between 

activities [23]; (6) For a specific project task, there is a 

substitution relationship between two different types of 

resources with a loss of work productivity [23]; (7) The work-

fit area is defined in working hours, excluding projects that do 

not fit in this defined area [26]. 

The cost-based limitation is related to project costs, which 

are often dependent on the number of resources used for the 

project (the fewer resources, the better) [24]. There are 

unlimited resources available for the project, and there are idle 

costs for standby resources and costs for resource organisations 

[23]. 

Technical limitations are the following: 

• Population size [25]; 

• The application of only one or two selection methods 

(not all) [25], [26]; 

• The maximum number of iterations/generations [25]. 

In Project Risk Management, the authors use standard 

genetic algorithms (overall in 1 article) and genetic algorithms 

improved and proposed by authors (in 2 articles). 

The GA chromosome encoding strategies used in these cases 

are project-specific input data types, for example, costs [13], 

[17], tasks/activities [13], [17], and project risks [17], [37]. 

The most commonly applied type of chromosome encoding 

approaches is integer number string [13], [17]. Chromosome 

encoding types are also used, such as graphs, nets or tree nodes 

[37]. 

However, in Project Risks: identification, scheduling and 

management problems, when they are solved using a genetic 

algorithm, the most common limitations are technical ones. 

This group includes the following limitations: 

• Population size [13], [17], [37]; 

• The application of only one or two selection methods 

(not all) [13]; 

• Iterations/generation size [13], [37]; 
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• Probability, mutation rate and crossover rate limitations 

[13], [37]; 

• Fitness value limitations [13]. 

Task-based limitations can be divided into two groups: (1) 

Project, Task and Activity-based limitations, and (2) Cost-

based limitations. 

Project, Task, Activity-based limitation encountered in the 

article is related to the lack of parallel task execution, which 

affects algorithm performance by increasing project time [17]. 

Cost-based limitation, occurring in the article, is cost 

determination (the algorithm uses a wide range of costs) [17]. 

IV. OPPORTUNITIES, LIMITATIONS AND SOLUTIONS IN PROJECT 

MANAGEMENT DECISION-MAKING PROCESS 

By collecting and analysing the available information about 

the application of the genetic algorithms, the authors of the 

present article identified the domain-related problems and 

limitations imposed by limited computation resources and the 

shortcomings of genetic algorithms.  

Although several problems have been identified, the current 

state of research does not propose specific solutions. The 

authors believe that many of them can be solved by improving 

domain knowledge and the further implementation of genetic 

algorithms and herein propose the directions of future research. 

In the previous section, the answers to research questions 

RQ1 and RQ2 were discussed. In this section, research 

questions RQ2 and RQ3 are addressed. The review of the 

obtained results is presented in Table II. 

The most frequently identified domain-based limitations of 

the genetic algorithm application are Cost-based limitations, 

input values and Project, Tasks or Activity-based limitations.  

The domain-based problems can only be approached by 

compromising between effort and benefits. For example, 

Project, Task or Activity-based limitations often include wrong 

sequence of the tasks and activities. 

 
TABLE II 

PROJECT MANAGEMENT KNOWLEDGE AREA AND GENETICS ALGORITHM LIMITATIONS 

Project management problems in the article Limitations Type of limitations Source 

• Cost estimation management and minimisation 
problems 

Input values and algorithm performance 
limitations 

Technical limitations [25], [26] 

GA model-based limitations Task limitations [25], [26] 

Project, Task or Activity-based 
limitations 

Task limitations [23], [25], [26] 

Cost-based limitations Task limitations [23] 

• Resources, project team: levelling and planning 
problems 

• Project, Resource, Team, Activities, Tasks: 
planning and scheduling problems  

• Resource-constrained project (one and multi) 
scheduling problems  

Input values and algorithm performance 
limitations 

Technical limitations [5], [10], [21], [22], [27], 

[30]–[32], [34], [35], [38], 
[46] 

GA model-based limitations Task limitations [28], [29], [31] 

Project team-based limitations Task limitations [12], [15], [23], [36], [38] 

Project, Task or Activity-based 
limitations 

Task limitations [15], [33], [36]  

Backward–forward step size limitations Technical limitations [5] 

• Project risk identification, scheduling and 
management  

Input values and algorithm performance 
limitations 

Technical limitations [13], [17], [37]. 

Project, Task or Activity-based 

limitations 

Task limitations [17] 

Cost-based limitations Task limitations [17] 

• Effort estimation problems  

• Project scheduling conflicts, identification and 
resolution problems  

• Project scheduling strategy problems 

• Resource, Project, Team: levelling and planning 
problems  

• Project, Resource, Team, Activities, Tasks: 
planning and scheduling problems 

• Resource-constrained project (one and multi) 

scheduling problems 

• Critical path problem in software planning and 

management problems  

• Business process: optimisation and performance 
problems  

• Software bug management problems  

Team-based limitations  Task limitations [9], [36], [39] 

Project, Task or Activity-based 
limitations  

Task limitations [4], [7]–[9], [11], [12], 
[20], [24], [36], [38], [44] 

Cost-based limitations  Task limitations [39] 

Input values and algorithm performance 
limitations  

Technical limitations [2], [3], [5], [7], [10], [12], 

[14], [19], [21], [31], [32], 
[35], [38] - [42]  

GA not solving a practical problem  Task limitations [18], [45] 

GA model-based limitations 

 

Task limitations [8], [16] 
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This can be controlled by implementing additional checks of 

chromosomes against rules: setting dependencies with other 

tasks and activities for each tack/activity (which have to be 

finished before the start of the task/activity, and which 

tasks/activities can only be started when the specific 

task/activity is finished. 

The Cost-based limitations call for additional checks against 

acceptable overdraft limits, which can be set by a project 

manager, and budget breakdown preferences, e.g., setting equal 

limits for all project phases or introducing other preferences 

based on the cash-flow. 

Project team-based limitations ask for a database of the 

project team (competences/workloads etc.). 

The algorithm implementation-related limitations can be 

solved by either increasing the computational resources or 

compromising between detailing and speed. While 

computational resource availability is growing with every year, 

the resources are not unlimited. The compromise has to be 

reached between chromosome encoding (the detailing 

necessary in the solution: how many characteristics of each 

variable should be included), population size, proportion of 

individuals in crossover, and number of generations. Any of 

these, when being significantly increased, consume resources. 

Therefore, if a detailed chromosome is necessary, population 

size could be decreased, while generating more populations and 

making sure that the best solutions are not lost (e.g., using 

elitism etc.). 

V.  CONCLUSION AND DISCUSSION 

The studies discussed and analysed in this paper use genetic 

algorithms for decision-making in project management. In the 

research process, we used two scientific repositories and 6 

keyword phrases. Then 45 articles were selected after paper 

abstract analysis, duplicate audit, full-text article analysis and 

selecting literature in the period from 2010. Within the 

framework of the study, 45 scientific articles were investigated 

within the literature analysis finding answers to the research 

questions: RQ1, RQ2 and RQ3. 

The most frequently identified domain-based limitations of 

the genetic algorithm application are Cost-based limitations, 

input values and Project, Tasks or Activity-based limitations. 

The domain-based problems still remain the main issue and 

they can only be approached by compromising between effort 

and benefits. 

Although the technology and knowledge advances are paving 

the way for the return of the genetic algorithm in this field, the 

required skills to implement such a solution (genetic algorithm 

with the most efficient problem encoding into chromosomes) is 

another drawback that is not being lifted. This can be an 

expensive approach for a tool that helps with decision support. 

A possible solution could be a commercial tool that can be used 

by different companies but here we face the biggest challenge: 

the solutions presented in research articles so far are very 

specific to the problem they are built to solve. Although there 

are characteristics that are the same for all software 

development projects, there can be different preferences and 

specifics. It is the most important problem with the application 

of genetic algorithms for project management decision support 

in the coming decades. 

The articles describe various project management artefacts, 

which are mentioned before when identifying algorithm input 

data. Planning of activities and the level of details in tasks 

depend on the main aim of the project management task. 

Therefore, algorithm application in project management can 

require a predefined clear aim. A more detailed project activity 

and task definition would improve the order of task assignment 

for the management of the people involved in a project [38]. 

Plans of project activities have to include the order of activity 

execution, while still conforming to the project deadlines. 

Analysis according to the current industry practice, when 

planning activities, requires identification of the minimum 

(pessimistic) and maximum (optimistic) critical path of the 

project activities, which would allow evaluating the execution 

of activities and their impact on other project artefacts: time, 

costs, human resources and quality. However, it is impossible 

to lift limitations, such as capacity of an employee to execute 

several tasks at the same time [36] and the 8-hour working days 

[12]. When planning activities, it is important not only to focus 

on the competences of resources involved in the project and 

their ability to work in different circumstances. In the perfect 

situation of project execution, the project manager, when 

building the project team, chooses team members creating 

his/her own perfect matrix of resources. However, in reality, 

when planning resources, one can choose only the available 

human resources. Though, some people will work more than 8 

hours per day [12], it cannot be accepted as a widespread norm. 

Each employee is different, and their work capacities and task 

completion rates are different. The manager also has to consider 

other risks that can occur due to human factors, e.g., missing 

work due to health problems, vacations etc., and another 

important factor: the microclimate within a project team. 

In order to reduce the limitations of the algorithm, the list of 

competences of a project team has to be constantly updated, 

evaluating differences between the personality characteristics 

required to complete the task, the personality traits, which are 

required to complete the task by each assigned development 

team member, and skills mismatches for the development team 

member and a specific project task [23], [36]. 

When choosing project team members, it is necessary to take 

into account not only their competences for carrying out tasks 

and activities, but also their interests. This can be done by 

including relevant interests of employees and previous project 

experiences into the project team database. When evaluating 

workload of each project team member, it is important to assess 

the ability of the employee to carry out the work in the 

designated period of time. When the task is limited in time, the 

best choice would be an employee who could carry out the task 

not only based on their competence but also on their previous 

interests and working capacities and agility. 

It is also important to create knowledge bases that include 

historical data, which would allow exchanging and 

accumulating experience about project activities, risks and 

another knowledge. 
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The analysis of the scientific articles shows that the previous 

studies do not scrutinise the interaction and connections among 

genetic algorithms, their objects, operations and results, and 

project management. The studies mostly focus on the 

application of genetic algorithms, but the authors do not convey 

how to use them to support decisions in software development 

projects.  

In the future, it is necessary to combine all of the relevant 

knowledge areas in one application of genetic algorithms, 

which utilises the maximum of domain knowledge (parallel 

algorithms that use global evaluation at stopping points, which 

would evolve solutions in different areas that match and 

together make a suitable solution). 
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